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Abstract

The reguarity of named entities is used to learn
names and to extract named entities. Having only
a few name elementsand a set of patterns theal-
gorithm learns new names and its elements. A
verification step assures quality using a large
background corpus Further improvement is
reached through classifying the newly leamt
elements on chaacter level. Moreover, unsupe-
visedruleleamingis dscussed.

1 Introduction

The task of recognizing person names in text
corpora is well examined in the field of Info r-
mation Extraction. Most of the approadhes, us
ing machine-learning or dtatisticd methods
make excessive use of anrotated data or larg
gazetteers. We present a methad that needs littl
inpu knowledge ad performs unsupervised
learning on unlabeled data, restricting ourselves
to persan names.

In most languages, named entities form reqular
patterns. Usually, a surname has a preceding
first name, which inturn might have a preceding
title or profession. Similar rules hdd for dffer-
ent kinds of named entities consisting o more
than one vord. Moreover some dements of
swch multiwords (like president) are high fre-
guency items well known and of high signif i-
cance for identifying a named entity. On the
other hard, there are elemerts that often appear
in named entities, bu are not characteristic for
them (like the first nam Israd).

Therefore, a veification step is included in the
learning algorithm.

2  TheAlgorithm

Our learning algorithm starts with a set of pat-
terns ard initial name elements. A large corpus
of morethen 10million sentences [cf. Quasthoff
& Wolff 2000], taken from navspgpers of th
last 10 years is wsedfor both, the identification
of canddates for new name dements as well as
for veiifying the @ndidates found. The alg o
rithm stops, if no more nav name dements are
found.

The algorithm implements expedation maximi-
zdio (EM) [cf. Dempster, 1977 Collins, 1999
in the following way. The mmknation of a
learning step and a \erification step are iterated.
If more name elements are found the eall of
the verification step increases. The key property
of this algorithm is to assure high grecision ard
still get massive recall.

From arother paint of view our dgorithm i m-
plemerts boastrapping [cf. Riloff 99|, as it
starts from a small number of seed words ard
uses knowkdge fourd during the run to find
more candidates.

2.1 Patternsand Pattern Rules

Inafirst step the text to be analysed is tagged in
the following way: We have two types of tags.
Thefirst type is problem degpendent. In the @s
of persans, we have tags for title or profession
(T, firt name (FN) and surname (LN). Th
send tag set is problem independent, but lan-
guage dependent. In aur experiments, w
marked words as lower case (LC) or upper case
(UC) depending on the first letter. Punctuation
marks are marked as PM, determmers as DET.
Words can have multiple tags, e.g. UC and FN
at the same time.



The next step is to find tag sequenceswhich are
typical for names, like Tl - FN- LN. From here,
we can create ruleslik

TI-UC-LN O TI-FNLN,
which means that an uppercase word between
title and last name is a candidate for afirst name
An overviw of handmade fart rulesis given in
appendix 1.
Looking at the rules, it is possible to argue that a
rulelik UCG-LN O FN- LNisamassive ov r-
gereralization. This would be true if we woud
learn nev name dements simply by applying
rules. However, the verification stepenaures that
falsefriends are eliminated at high rate.

2.2 The Outer Loop
Theagorithm is described as foll ows:

Search 30 random sentences contai n-
ing the nane elenent to be ver i-
fied (or all, if <30).

If the ratio fulfilling at |east
one right side of a pattern rule
is above some threshold, the ca n-
didate is accepted.

Load pattern rules.
Let unused nane elenents = initia
set of nanme el ements
Loop:
For each unused nane entity
Do the | earning step and
col | ect new candi dat es
For each new candi dat e
Do the verification step
Qut put verified candi dates
Let unused nane el enents =
veri fied candi dat es

2.3 The Learning Step: Finding Candi-
dates
Using the pattern rules and the current nam

elemerns, new candidatesare fached. Here we
use the corpus.

Search 255 random sent ences co n-
taining the unused nane entity (or
all, if <255).

Use the pattern rules to identify
new candi dat es as descri bed above.

24 TheVerification Step

In aveification step, each candidate is tested
beforeit is usedo gererate new candidates. We
test the following property: Does the candidate
appear often enouch together with verified name
eemens? Again, we use the corpus.

3  TheExhaustion Cycle

The overall performance of the algorithm can be
estimated as follows: For simplicity let us as-
sume that the average number of items (in aur
task: name elemens) findable by any unusd
item equals N. Then the number of items starts
to grow exponentialy. Sconer or later, the total
nunmber d unseen entities decreases. Hence,
most of the Nitems found are known dready.
The numbers of new items found in each turn
decreases, until no more items can be reached.
So we discriminate between a phase of growth
and a phase of exhaustion.

The following figures visudlize the number of
new items per turn and the accumulated total
number d items for each tumn. Data was taken
from an experiment with 19items of knowledge
(see apperdix 2). The test was peformed on the
German corpus and designed to find first and
last names only. The phase of growth lasts until
the 5th cycle, then exhaudion takes owr, as can
be seen in figure 1.

HENew Iltems OTotal ltems

30000
25000 7
20000 — HHH
15000 — HHH
10000 — HHH
5000 — HHH

items

01 2 3 45 6 7 8 9 1011
cycle

Figure 1 total and new itemsvs. cycles’

1 Additional runs with more start items produed the
same amourt of total itemsin less cycles.

2 Note that 25000 reme eemerts are resporsible for
the detection of over 150000full names.




Natural growth in the number of items take
place undyr the following condtions:

e Suficient size of corpus
e Suficient frequency of start items
e Sutaderdation, e.g. names

If the corpusisnot large enouch or it is not pos-
sible to find ermough canddates from the start
items, exhaustion takes place immedately.

4  Examples

Let usclosdy examnine he kaning of items by
example: From the known first name John the
cardidate for beng a last name Hauberg was
fourd inthe fragment "...by Jom Haukerg ard..”
by the rule FN- UC-LC => FN-LN-LC and
verified in occurrerces like "Robert Haulerg,
..", "Robett Hauberg urges.." using the dready
known first name Rokert.

Errors occur in the case of words, which ar
mainly usal in postions which are dten occ u-
pied by first names In German, the dgorith
extracts and verifies "Ara’ (era) and " Trangport-
panzer" (Army transportation tank) because of
the common wage "Ara Kohl" and the prope
name "Transportpanzer Fuchs' (fox tank). In the
case of "Ara", this false first name supports the
classifications of the proper last names Hinrichs,
Srauly Bangemam, Albrecht, Gorbatchow,
Jelzin and many more.

5 Precision and Recall

5.1 Precision

Note that predsion will be dfferent for the dif-
ferent types d name dlemerts. Usually surnames
are recogrized with high precision. First names
may be confused with titles, for instarce
Moreower, predsion is language depndent
mainly due to the different usage d capital le t-
ters: In German, nouns start with capital letters
and can much easier be confused with names.
For German first names in the run mentioned
alove, the algorithm yields a precision of
84.1%. Noise items mainly are titles and prof s
sion names, which are spelled with a cpital
letter in German. Using the additional fact that
first names usudly do rot exceed 10letters in

lergth, the precision for fird names rose to
92.7%.

For last names, resuts were ecelent with a
precision of more han 9%6. The same hadds for
titles, as further experiments showed.

The ratio number of first names vs. number of
last names happens to be about 1:3, overal pr e
cision for German scored 97 5%.

Because of the fewer captalized words in Eng-
lish the precision for English first names is

higher, scoring 926% without further filtering.

Overall precision for English first and last names
was 987%.

5.2 Recall

Recall mainly depernds onthe pdtern rules usd.
The «peimens were peformed with the 14
handnade rules given in appendix 1, which
surely are not suficient.

Calculating the recall is not at all straightfor-
ward, because we do not know how manyames
are contained in our corporaand experiments on
small corpora fail to show the natura growth of
items desribed in the pevious setion. Further,
recall will rise with a growing knowlkedg size.
So we modfied the algorithm in a way that it
takes plin text as input, appliesthe wlesto find
candidates and checks them in the big corpus.
Providing a large %t of knowledge items, in an
experimert procesing 1000 ®rtences 714% of
the persan names were extracted correctly.

To increase the coverage of therules it is pasi-
ble to add rules manually or start a pocess d
rule learning as described below.

5.3. Propagation of Errors

During the run the eror rate increases due to
finding canddates and verification through mis-
classified items. However, as the "era' exampl
(see section 4) illustrates, misclassified itens
support the classification of goal items.

The amount of deteriration highly depends m
the pattern rules. Strict rules mean low recall but
high pecision, whereas gaela rules hav
greater coverage but find too much, resuting in
a trade-off between precision and recall.

Tabe 1 shows the eror rae for first names for
theillustrated run (see £ction 3) over the course
of time.



From this we conclude that the algorithm is ro-
bust against errors and the quality of the classif-
cations remains relatively stable during the run
when using appropriate rules.

total items Precision for | Precision for
interval FN without FN with
lenghfilter |lengh filter

1-1000 87.1% 93.8%
1001-2000 90.0% 95.3%
40015000 88.1% 97.1%
900110000 83.2% 94.4%
1900120000 83.7% 91.2%
2100122000 86.2% 92.4%
2400125000 83.0% 87.9%

Tabe 1 Propagdion o Errors
6 Classification on character level

In Garman, most words misclassified as first
names were titles and professions. While they
camot be distinguished by the rules usedthey
differ strondy from the morphdogical view.
German titles ar usuwally longer because they
are compounds, and pats of compands are
used very frequently.

In this sedion, we introduc a method to disti n-
gu sh between titles ard first names at character
levd, usng the fct that the formation of words
foll ows language-depencent rules.

This procedure is implemented in the bllowing
classifier A: Assume the property we are inter-
estedinisvisibleat th endng of aword (thisis
basically true for different word classes in lan-
guages like English, French or German). W
build a dec¢sion tree [cf. McCarthy & Lehnert
1999 reading the words character-by-character,
starting from the end. We stop if the feature is
uniquely det rmined.

Moreower, we could as well start from the be-
ginning of aword (classifier B). Finally, we can
use ary conrected substring of the word instead
of substrings containing the end or the begnning
(classifier C).

If the training set is large emouch and the dg o-
rithm of the classifier is gpropriate, it will cover
both gereral rules as well asmary exceptions.

Classifier and B only differ m the direction a
word is analyzed. We build decision trees with
additional default child nodes asfollows.

6.1 Clasdsfier A: Consdering Prefixes

Step 1: Buildin  the ordinary decision tree:
Giventhe training word list we onstruct
a prefix tree [cf. Gusfidd 1999,Navarro
2001:38ff]. The leavesin the tree corre-
spand to word endings; here we store th
feature of the corresponding word.

Step 2: Reduwction of the decision tree If all
children of a gven nodk have the sam
feature, this feature is lifted to the parent
noce and the children are deleted.

Step 3: Insertion of default feaures If a node
does nd yet have a feature, bu one of
the features is vely dominant (say, pres-
ent in 80% of the children), this featur
will be assigned as dfaut feature.

For classfication, the decision tree is wsed as
foll ows:

Step 1: Searching the tree: Reading the given
word from left to right we follow th
tree as far as pasible. The readng proc-
ess stopsin acertain nod N.

Step 2: Classification If the nod N has an as-
signed feature F then return F. Other-
wise return no decision.

Figure 2 shows a pat of the deision tree built
using first names Theoadis, Theobdd, Theo-
derich, Theoda, Theresa, Therese, ... and the
singuar title Thedoge (which shoud be the on}
title in our training list starting with Theo). As a
resut, all children of Theo will be first names;
herce they getthe feature firstname The node
Thedoge gets the feature title.

This turns out to be singuar; hence ther parent
Theo gets the defadt feature firsthame As a
consequence Theophl will correctly be class-
fied as firstname while the exception Thedoge
will still be classified astitle.



Theo [default]
(FN)
| i
Theologe Theodar Theobald
(T1) (FN) (FN)

ZANSANYER

Figure 2 Prefix Decision Tree for Proper Names

As mentioned alove, algorithm B works the
same way as algorithm A, using sufixes instead
of prefixes for the decision tree.

6.2 Clasdfier C: Consdering Substrings

Instead of concentrating an prefixesor suffixes,
we consider all relevant continuous substrings of
a given word. Unfortunately, there is nonatural
tree structure for this set. Hence, we will con-
struct a decision list without defaut features.
Givenis a training list containing pars (word,
feature):

Corstruction of the decision list

Step 1: Callect all substring information. We
produce the following list L: For all
pairs (wordN, featureN) from the train-
ing list we generate all possible pairs of
the kind (cortinuous substring of
wordN, feaureN). If wordN has length
n, we have n(n+1)/2 continuous sub-
strings. Finally the list is sorted alpha-
betically and duplicatesare removed.

Step 2: Removing cortradictions If a substring
occurs with more then one &aure, thes
lines are deleted from L.

Step 3: Removing tails: If a certain string no
has a urique feature, dl extensions of
this string hould have the same featur
and the correspondng entries are r e
moved from L.

For classification, the decision listis uwsed as
foll ows:

Step 1: Look-up of sukstrings: For a word to be
classfied we generate its continuaus

substrings and collect their features fro
L.

Step 2: Classificationt If al collected features
are equal, then return this feature. Oth-
erwise, return no decision.

6.3 Propertiesof the classifiers

In the following, we assume tha the classifiers
are trained with norrcontradictory data. The
classifiers now have the following propaties.

» Theclassifiers reproduce he results gven in
the training set. Hence, they can also be
trained with rare exceptions.

e Itis necessary to have atraining set covering
all agects of the data, otherwise the deci-
siontree will be confused.

e It is aporopriate to return no cecision if the
classifier stopsin the decision tree ata int
where children have mixed f atures.

Bagging [cf. Breiman 1996]the tree dassifiers,
we achieved a predsion d 94.7% with 945%

recall, usng merdy atraining set of 1368 exam-
ples ona teg set of 683items, distinguishing
between the three classes:

e First name (FN)

o Title (Tl

* None of these.

This method of postprocessing is apgdicable to
all featuresvisible by the three classifiers, which
are

* Features represented by word suffixes or
prefixes like inflection ard some word for-
mation rules.

» Words carrying the same feature if they ar
similar asstrings. Candidates are all kinds of
proper names, as well as distinguishing
parts-of-speech.

 Words of languages for special pumposes
which are often buit by combining pats
where same of them are very typical for a
given doman. Examples are chemical sub-
stances, professions and titles, or industrial
goads.



7 RuleLearning

Unlike most tasks in Inductive Logic Program-
ming (ILP) [cf. Dzeroski, 2001] our method
needs ules-of-thumb that find many canddates
like in boasting [cf. Callins, 1999, rather thena
rule precision of 100%.

For auomatic rule induction we used a training
set of 236sertences fourd auomatically by
taking sentences containing knavn first names
and last names from the corpus. After excessiv
annotation, dl posshle ruleswere built accord-
ing to the contexts of known items and afte r-
wards tested onthe taining set To avoid rule
too gene like UC- UCO FN- UC, the patterns
had to contain at least one problem specific tag
(i.e. FN, LN, TIT). Therules parforming ebowe a
certain predsion threstold (in our experiments
we used 0.7) were Bken as input for our alg o-
rithm.

We obtained 106 rules for first names, 67 for
last names ard 4 for titles, ranging from very
specific ruleslik

PM PM UC- LN O PM PM FN- LN

to very gergral ones lik

TI-UC O TI-FN

In the tade below some rules fourd by auo-
matic induction are shown.

Rule example context
FN- UC- LN Herbert Archibald

O FN-FN-LN Miller

FN- LC- FN- UC llse und Maria Bode-
O FN-LC-FN-LN |mann

UC- UC- LN Prasident Bill Clinton
O UC FN-LN

FN- FN- UC Hans Christian An-
O FN-FN-LN derson

Tl - PM UG- UC Dr. Helmut Koh

O TI-FS-FN-UC

Tabe 2 Rules Foundby Automatic Induction

Using those rules as input for our algorithm, w
gained bah, higher reall as well as higher pre-
cision compared to the handmade rules when
starting with the same knowledge. Table 3
shows predsion rates for the three dasses of
name elemerts, data was taken from a run with

19 start demerts, the length filter for first names
was apdied, and the string classifiers were not.
Duetoless strict rules, precision deaeases.

total items Prec. FN |[Prec. LN |Prec. TIT
interval

1-1000 94,6% 99,6% 100”6
1001-2000 94,8% 98,6% 1006
2001-3000 94, 7% 98,4% 100”6
40015000 84, 7% 99,1% 1006
900110000 86,6% 98,6% 1006
2400125000 74,0% 89,7% 1006

Tale 2 Propagdion dof errors for inferred rules

Percentage of first name items from the number
of total items was 233%, last name items made
75,2% of total items and title itenms yielded oy
1,4%, be@use D the bw nunber of title rules.

8 Futurework

Despite of the goad results when usng inferred
rules as described above for our algorithm, w
hope © improve he nethod as a whadle wit
respect to the size of the inputknowledge.
Natural growth behaviour can be observed from
same 10 frequent start items the ¢ring classifier
requires a coude of hurdred words for training
whereas rule learning reeds some 200fully an-
notated senterces containing names. Exper i-
merts with sparsdy anrotated training sentences
(100 knowledge tems) \ielded too gedfic and
too weak rules with poa performance wr.t.
recall.

Anocther possibility would be b dart with a
small set of seed rules [cf. Riloff 1999 and to
construct-by-example and rate rules during the
classification task.

Ancther interesting issue is the inderstanding of
relations suitable for this method from a theo-
retical viewpoint.

9  Acknowledgements

The auhors woud like to thank Martin Laute
for providing, impgementing and testing th
three string classfiers.




10 References

Apte, C.; Dameray, F.; Weiss, S. M. (1998) Text
Mining with Decision Trees and Decision Rules.
Proc. Confererce on Automated Learningand D s
covery, Carnege-Mdlon University, June 1998

Breiman, L. (1996) Baggng Predictors, Machine
Learning, Vol. 24,No. 2, pp. 123-140

Cdiff, M. E.; Mooney, R. J. (1997) Relatiomal
Leaning of Pattern-match Rules for Informaion
Extraction. Working Pagers of the ACL-97 Work-
shopin NLP, 199, 6-11.

Callins, M.; Singer, Y. (199) Unsupervised Models
for Named Entity Classification. In: Proc. Of the
Joint SIGDAT Corference on Empirical Methods
in Natural Language Processing and very Large
Corpora

Dempster, A.P.; Laird, N. M.; Rubin, D.B. (1977
Maximum Likelihood from Inconplete Data via the
EM Algorithm, Journal of the Royal Statistical So-
ciety, Ser B, 39 1-38.

Dzeroski, S.; Lavrac, N. (2001) Introduction to In-
ductive Logic Programming In Saso Dzeroski and
Nada Lavrac, edtors, Relational Data Mining,
pages 4873. Springer-Verlag, Berli

Freitag, D. (1998 Multistrategy Learning for Infor-
mation Extraction. Proc. 15h Intemaiona Conf.
on Machine Learning, 16%:169.

Gusfidd, Dan (1999 Algorithms on $ings, Trees
and Sequences. Cambridge University Press, UK.
McCarthy, J.; Lemert, W. (1995 Using Decision
Trees for Coreference Resolution . In: Médllish, C.

(ed) (1995. Proc. Fourteerth International Con-
ferenceon Artificial Intelligence, 10501055.

Nahm, U. Y.; Mooney, R. J. (2002 Text Mining with
Information Extraction. To appear in AAAI 2002
Spring Symposium on Mining Answers from Texts
and KnowledgeBases, Stanford, CA.

Navarro, G. (2001) A guided tour to appoximate
string matching. ACM Computing Surveys 33()
(2002, 31-88.

Ng, H.; Lee, H. (19%) Integating Multiple Kno |-
edge Souces to Disambiguate Ward Serse: An Ex-
empar-Based Approach. Proc. of the 34h Annwal
Meeting of the ACL, 40-47.

Quasthoff, U.; Wolff, Ch. (2000 An Infrastructure
for Corpus-Based Mondingual Dictionaries. Proc.
LREC-200Q Second Internaiond Conference on
Language Resources and Bvaluation. Athens, May
/ June 2000,Val. |, 241-246.

Ril off, E.; Jones, R. (1999) Learning Dictionaries for
Information Extraction by Multi-Level Bootstrap-

ping. Proceedings of the gxteenth NationalC n-
ference on Artificia Intelligence (AA AI-99)

Roth, D. (1998 Leaning to Resolve Natural La n-
guage Ambiguities: A Unified Approach. Proc. of
the American Association of Artificial Intelligence,
806-813.

Witten, I. H.; Frank, E. (1999) Data Mining: Practi-
ca Machine Learning Tools and Techniques with
Java lmplemertation . SanFrancisco, CA: Morgan
Kauman

Appendix 1: Initial Handmade Rule Set

UG LN O FN-LN

PM FN- PM UC O PM FN-PM FN

TI - PM UG LN O TI-PMFN LN
FN-LN-PM UC-LN O FN LN-PM FN-LN
FN- UC- PM O FN-LN-PM
FN-UC-LC O FN-LN-LC
TI-UCLC g TI-LN-LC
TI-PM UG LC O TI-PMLNLC
LN-PMFN-UC-PM 0O LN PM FN-LN-PM
UG PM FN- LN O TI-PMFEN LN
UG PM LN g TI-PMLN

DET- UG FN-LN O DET-TI-FN-LN
DET- UG FN-FN-LN 0O DET-TI - FN- FN- L}
DET- UG LN O DET-TI-LN

Note that the lagt three rles are gecific for German
becausetitles are in upper case in this language.

Appendix 2: 19 Start items used in the
experiments

Name element Class
Schmidt LN
Reuer LN
Wagner LN
Schauble LN
Vogts LN
Hoffmam LN
Schulz LN
Modlle LN
Meyer LN
Beck LN
Michae FN
Thomas FN
Klaus FN
Wolfgang FN
Hans FN
Werner FN
Martin FN
Walter FN
Karl FN



