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In this introduction to the special issues, we begin by outlining a concrete example that indicates 
some of the motivations leading to the widespread use of inheritance networks in computational 
linguistics. This example allows us to illustrate some of the formal choices that have to be made 
by those who seek network solutions to natural language processing (NLP) problems. We provide 
some pointers into the extensive body of Al  knowledge representation publications that have been 
concerned with the theory of inheritance over the last dozen years or so. We go on to identify the 
three rather separate traditions that have led to the current work in NLP. We then provide a fairly 
comprehensive literature survey of the use that computational linguists have made of inheritance 
networks over the last two decades, organized by reference to levels of linguistic description. In 
the course of this survey, we draw the reader's attention to each of the papers in these issues of 
Computational Linguistics and set them in the context of related work. 

1. Introduction 

Imagine that you are a linguistic innocent setting out on the job of building a computer 
lexicon for English. You begin by encoding everything you know about the verb love 
and then turn your attention to the verb hate. Although they are antonyms, the majority 
of properties that you have listed for love will show up again in your list for hate. Your 
first thought is to put this list of common properties into an editor macro to save you 
the laborious task of typing them all in each time that you add another verb. But 
it soon becomes clear to you that adopting this strategy is going to lead to a huge 
representation for your lexicon, and one that keeps saying the same thing again and 
again. Your second thought is to put the common property list in just one place and call 
it, say, TRANSITIVE VERB. Then you amend what you have entered for love and hate 
so that all the common material is replaced by a notation that indicates that each is a 
transitive verb. This works well and you add a couple of thousand more English verbs 
without difficulty. It is only when you reach elapse and expire that you find yourself 
landed with the tedious task of again typing full lists of properties, since these two 
verbs cannot be accurately represented by including a reference to the TRANSITIVE 
VERB property list. Looking at the entries for these two anomalous verbs induces a 
feeling of d6ja vu. They too have many properties in common, but just not exactly 
the same set of common properties as hate and love and their siblings. Following the 
strategy that worked well before, you gather their common properties together and 
give them the name INTRANSITIVE VERB, then you strip the duplicated material 
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VERB 

<category> = verb  

<past p a r t i c i p l e >  ~ /e  d /  

I < t rans i t i ve>  : yes < t rans i t | ve>  = no 

< f o r m  = /1 o v e l  <form> = /h  a t e/  <ferm> = /e  t a p s e /  < f o r m  = /e  x p i r e /  

Figure 1 
Monotonic single inheritance. 

from the entries for elapse and expire and replace it with a notat ion that points to your  
list of intransitive verb properties.  As you  inspect your  handiwork,  you  notice that the 
lists of propert ies  associated with TRANSITIVE VERB and INTRANSITIVE VERB now 
exhibit exactly the kind of duplication that you  first saw when  you  wrote  d o w n  your  
entries for love and hate. Indeed,  the number  of their commonali t ies exceeds the number  
of their differences. Once again you  decide to invoke the style of solution that you  have 
used before: you  collect the common  propert ies  together, give the collection the name 
VERB and then rework your  formulat ion of TRANSITIVE VERB and INTRANSITIVE 
VERB so as to strip the shared material and replace it wi th  a notation indicating that 
each is an instance of VERB. 

Al though you  may  not  realize it, what  you  have done  is build an inheritance 
ne twork  to represent the information that you  are including in your  lexicon--see Fig- 
ure 1. The root node  of this ne twork  is VERB and it has two daughters,  TRANSITIVE 
VERB and INTRANSITIVE VERB, which inherit  all the propert ies  associated with the 
root. Each of these two nodes has further  daughters  (Love, Elapse, etc.). The latter 
inherit  all the propert ies  of VERB together with all the propert ies  of their immedia te  
parent.  These inheri ted propert ies  are added  to the propert ies  listed as idiosyncratic 
to the lexical i tem itself (e.g., the proper ty  of being orthographical ly represented as 
/1 o v e / ) .  This very  simple lexical ne twork  has a couple of characteristics that it is 
wor th  drawing attention to. Firstly, each node  has a single parent,  and there is thus 
only one path  through which propert ies  may  be inherited. A network of this kind ei- 
ther consists of a single tree of nodes,  or of a set of (unconnected) trees of nodes,  and 
we will call such a ne twork  a single inheritance network.  1 Secondly, in describing our  
example,  we have been assuming that each node inherits all the propert ies associated 

1 Two trees are unconnected if and only if they have no nodes in common. For present purposes, a set of 
unconnected trees can always be trivially converted into an equivalent single tree by adding a new 
root for all the trees, but one that has no properties associated with it. 
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with its parent node which, in logician's parlance, means that property inheritance is 
monotonic. 

Neither single inheritance nor monotonicity is a necessary characteristic of inheri- 
tance networks. Suppose you try to add Beat to the network we have been describing. 
The obvious thing to do is to insert it as a daughter of TRANSITIVE VERB. But this 
is likely to entail that your network will claim that the past participle is *beated. One 
potential solution to this problem would be to define a node called EN TRANSITIVE 
VERB and attach Beat as a daughter to this. However, this strategy simply pushes the 
problem further up the inheritance tree: EN TRANSITIVE VERB cannot be a daugh- 
ter of the TRANSITIVE VERB node since it contains a property (past participle = 
/e  n / )  that is inconsistent with a property associated with the latter (past participle 
= /e  d/).  Nor can our new node be attached as a daughter of VERB, for exactly the 
same reason. It seems, therefore, as if the new node may have to be defined wholly 
from scratch, duplicating all but one of the properties of TRANSITIVE VERB. To avoid 
this disagreeable conclusion, we might consider another potential solution in which 
we remove any reference to the past participle suffix at the level of the VERB node, 
and specify it instead at the level of that node's daughters. At first sight, this appears 
to be a most attractive option. In fact, by adopting it, we have embarked on a slippery 
slope that will result in our stripping VERB of almost all the properties canonically 
associated with verbs. For each property you might expect it to have, if there is a sin- 
gle verb in English that is exceptional with respect to that property, then the property 
cannot appear at the VERB node. In the case of morphological properties, this is likely 
to mean that "present participle = / i  n g / "  is the only property that can be associated 
with the VERB node. And, in the case of syntactic properties, it is likely to mean that 
banalities such as "category = verb" will be all we are able to list. 

How are we to avoid these rather dismal alternatives? There are (at least) two 
possibilities. One is to abandon single inheritance. Suppose we reorganize our net- 
work so that TRANSITIVE VERB and INTRANSITIVE VERB only encode syntactic 
properties of verbs. We then introduce two further nodes, ED VERB and EN VERB, 
which only encode morphological properties. Then we allow Beat to have both TRAN- 
SITIVE VERB and EN VERB as its parents. A network of this kind can no longer be 
represented as a tree (or set of unconnected trees) and is said to employ multiple in- 
heritance-see Figure 2. Another possibility is to abandon monotonicity. We leave Beat 
where we first attached it, under TRANSITIVE VERB in our original network, and we 
associate the property "past participle = / e  n / "  with it. If inheritance continues to be 
construed monotonically, then the network will make contradictory claims about the 
past participle of Beat. But if we adopt a nonmonotonic interpretation of inheritance, 
in which properties that are attached to a node take precedence over those that are in- 
herited from a parent, then no contradiction will arise. Such nonmonotonic inheritance 
is known as "default inheritance'--see Figure 3. 

Monotonic single inheritance networks are easy to build and easy to understand. If 
one designs a notation for defining them, then it is straightforward to say what the se- 
mantics of that notation is: translation into first order logic, for example, is quite trivial. 
Unfortunately, for the reasons hinted at in the example considered above, monotonic 
single inheritance networks are not really very well suited to the description of natural 
languages. As a result, as we shall see below, most researchers who have employed in- 
heritance techniques in NLP have chosen to use either default inheritance or multiple 
inheritance or, very commonly, both. Networks that employ default and /or  multiple 
inheritance are also quite easy to build, but they are much less easy to understand. 
The combination of default and multiple inheritance is especially problematic: "de- 
spite a decade of study, with increasingly subtle examples and counterexamples being 
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j ER VERB 
<past part icipte> = /e n/ 

.o, 

VERB J <category> = verb 

<transitive> = yes <past participte> = /e d/ 

Hate 
<form> = /h e t el 
i l m m l m m m m l l l m  

Beat 
<form> = /b • e t /  

1 
INTRANSITIVE VERB J 
<transitive> = no 

Etapse I 
<form> = /e t a p s  el i 

Figure 2 
Monotonic multiple inheritance. 

l 
Beat I <form> = /b e a t /  

<past participte> = /e n/ 

,k, 
TRANSITIVE VERB 

<transitive> = yes 

Hate 
<forl~ = /h a t e/ 

I VERB I <category> = verb 
<past participle> = /e d/ 

.o, 

1 
ELapse 

<form> = /e t e p e el 

l 
INTRANSITIVE VERB 
<transitive> = no 

1 

Figure 3 
Nonmonotonic single inheritance. 

Expi re 
<forr0> = /e x p i r el 
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considered, consensus has yet to emerge regarding the proper treatment of multiple 
inheritance with cancellations" (Selman and Levesque 1989, pp. 1140). Unsurprisingly, 
the problem has given rise to a large, and growing, list of publications in the knowl- 
edge representation literature (see, e.g., Horty, Thomason, and Touretzky 1990, and 
references therein). Almost all of this theoretical work has concerned itself with very 
simple networks that are only able to say whether or not a monadic property holds of a 
node in the network. Recently, however, Thomason and Touretzky (1991) have turned 
their attention to the properties of more expressive networks, potentially capable of 
encoding what would need to be encoded in any real NLP application. Nonmonotonic 
inference more generally (i.e. not just in networks) has been, arguably, the dominant 
theoretical concern in the AI literature of the late 1980s (as measured, for example, by 
the proportion of papers that have appeared on the topic in Artificial Intelligence over 
the period). 

One of the key issues in the knowledge representation literature has been how to 
deal with the default inheritance of mutually contradictory information from two or 
more parent nodes. Most NLP researchers who have embraced multiple inheritance 
techniques have chosen to avoid this issue by adopting one of two strategies. On one 
strategy, information is partitioned between parental nodes. You can, for example, 
inherit morphological properties from node A and syntactic properties from node B, 
but no single property can be inherited from more than one parent node. This is known 
as "orthogonal inheritance." One way of thinking of it is in terms of a set of disjoint 
single inheritance networks layered on top of each other. On another strategy, a given 
property, or set of properties, may potentially be inherited from more than one parent 
node, but the parents are ordered: the first parent in the ordering that is able to supply 
the property wins, and contradiction is thus avoided. We will refer to this strategy as 
"prioritized inheritance." 

The use of inheritance networks in current NLP comes from three rather separate 
traditions. The first is that of "semantic nets" in AI, which goes back to Quillian (1968) 
through Fahlman's (1979) NETL to the late 1980s monographs by Touretzky (1986) and 
Etherington (1988). The second is that of data abstraction in programming languages, 
which has led to (a) object-orientation in computer science with its notions of classes 
and inheritance as embodied in such languages as Smalltalk, Simula, Flavors, CLOS 
and C++, and (b) the use of type hierarchies, which have become widely seen in 
unification-oriented NLP since the appearance of Ait-Kaci (1984) and Cardelli (1984). 
Of necessity, the type hierarchy work in NLP has remained strictly monotonic. The 
third is the notion of "markedness" in linguistics, which originates in the Prague School 
phonology of the 1930s, reappears in the "generative phonology" of Chomsky and 
Halle (1968) and Hetzron's (1975) and Jackendoff's (1975) models of the lexicon, and 
shows up in syntax in the "feature specification defaults" of Gazdar, Klein, Pullum, 
and Sag (1985). 2 Unlike the other three traditions, the linguistic tradition does not 
embody a notion of inheritance per se. But the issue of how to decide which operations 
take precedence over others has been a continuing concern in the literature (see, e.g., 
Pullum 1979, especially Section 1.4.1, and references therein). 

The consensus view, though largely unspoken, among computational linguists cur- 
rently working with default inheritance networks appears to be that nodes that are 
close (or identical) to the root(s) of the network should be used to encode that which 
is regular, "unmarked," and productive, and that distance from the root(s) should 
correlate with increasing irregularity, "markedness," and lack of productivity. At the 

2 See Evans (1987), Gazdar (1987), and Shieber (1986a) on the various defaulty characteristics of GPSG. 

209 



Computational Linguistics Volume 18, Number 2 

very least, this is what emerges from their practice. The differences between the cur- 
rent strands of NLP work in this area are partly philosophical (e.g., as to whether 
psycholinguistic data could or should be relevant to the structure of the network), 
partly methodological (e.g., as to whether networks should be built in a formal lan- 
guage designed for the purpose or implemented in an existing computer language), 
partly technical (e.g., whether a negation operator is useful, or whether orthogonal 
networks are to be preferred to those using prioritized inheritance), and partly the- 
oretical (e.g., the trade-off between the semantic perspicuity of monotonic networks 
versus the expressiveness and concision of their nonmonotonic competitors). 

In the subsequent sections of this paper we will survey the use computational 
linguists have made of inheritance networks over the last dozen years. To organize 
this chronologically (e.g. by date of publication) would be to impose a wholly spurious 
sense of historical continuity on what has, in fact, been a fairly haphazard set of parallel 
developments. It is tempting to try to organize the discussion that follows by reference 
to technical and formal parameters, but the area is just too young for that to be possible 
without a great deal of rather arbitrary taxonomy. So we have chosen to play safe and 
organize the material by reference to levels of linguistic description. This is not wholly 
satisfactory, since a significant number of the approaches we discuss have been applied 
to several different levels of description, which means that we have to refer to them 
in more than one section. But we hope that readers will bear with us. 

2. Syntax and Morphology 

One of the earliest applications of inheritance to syntax was Bobrow and Webber's 
(1980a,b) use of PSI-KLONE (a variant of KL-ONE) to encode ATNs. In the context 
of RUS, a system for natural language parsing and interpretation, inheritance was 
used to organize linguistic knowledge efficiently in terms of grammatical categories. 
This frame-based representation was used by a process called incremental description 
refinement, which first determined which descriptions were compatible with an object 
known to have a set of properties, and then refined this set of descriptions as more 
properties become known. Subsequent work by Brachman and Schmolze (1985) used 
PSI-KLONE to translate the ouput of the RUS parser into KL-ONE representations of 
literal meaning. An inheritance network that the authors refer to as a "syntaxonomy" 
is used to encode information about syntactic categories. 

A rather similar view of language processing is to be found in the Conceptual 
Grammar of Steels (1978) and Steels and De Smedt (1983). This approach adopted 
a single frame-based grammar representation for a variety of language processing 
tasks and for all types of linguistic knowledge. General inference mechanisms based 
on constraint propagation used the frames, organized in inheritance hierarchies, in 
generation and parsing. De Smedt (1984) went on to use generic function application to 
provide one of the earliest illustrations of the descriptive power of default inheritance 
networks for morphology in a treatment of Dutch verbs, an analysis that is extended 
to adjectival and nominal forms in De Smedt and de Graaf (1990). In the same paper, 
the authors indicate how inheritance techniques can be applied to a unification-based 
formalism called Segment Grammar (Kempen 1987), which is intended to facilitate 
incremental syntactic processing. 

Attempts to reconcile inheritance with unification grammars began in the mid- 
1980s. Shieber (1986b, p. 57ff) noted that the provision of lexical "templates" in PATR 
amounted to a language for defining monotonic multiple inheritance networks. He 
drew attention to the possibility of adding a nonmonotonic "overwriting" operation to 
PATR and commented that "the cost of such a move is great, however, because the use 
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of overwriting eliminates the order independence that is so advantageous a property 
in a formalism" (1986, p. 60). In a subsequent implementation of PATR, Karttunen 
(1986) makes all D-PATR templates subject to overwriting. The very similar notion of 
"priority union" is introduced in the context of LFG by Kaplan (1987, p. 180). These 
ideas are developed by Bouma (this issue) who gives a definition of default unification 
on the basis of a logic for features. 

Kameyama (1988) uses PATR-style templates to build a multiple inheritance mul- 
tilingual lexicon to support Categorial Unification Grammar descriptions of Arabic, 
English, French, German, and Japanese nominals. Although the system described is 
monotonic, there is a footnote suggesting a move toward a default inheritance system 
to deal with marked constituent orders (p. 202, nl0). 

Of all the unification-based grammar formalisms, it is HPSG which has thus far led 
to the greatest use of inheritance networks, both default and monotonic. Flickinger, Pol- 
lard, and Wasow (1985) proposed a treatment of lexical organization in which English 
subcategorization frames and inflectional morphology were handled within a default 
multiple inheritance network implemented in HPRL. They pointed out that such an 
approach took care of morphological "blocking" phenomena "largely for free" (1985, 
p. 267). 3 In his 1987 Ph.D. dissertation, Flickinger goes on to provide a monograph 
length inheritance treatment of the syntactic and morphological information embod- 
ied in the English lexicon. His analysis crucially presupposes machinery for multiple 
default inheritance. Like Shieber (1986b, pp. 60-61), he notes the problem that contra- 
dictory attribute values pose for such machinery and entertains the hypothesis that 
the relevant links "should be disjoint in the set of attributes for which they support 
inheritance" (1987, p. 61). Flickinger's thesis is probably the most detailed discursive 
application of a default inheritance framework to the lexicon. In their paper in the 
present issue, Flickinger and Nerbonne (in press) extend the analysis further still so 
as to encompass some of the trickiest and most-debated data in the syntax of English. 

Pollard and Sag (1987), in the first book-length presentation of HPSG, treat the 
lexicon as a monotonic multiple-inheritance type hierarchy. They implicitly reject the 
use of an "overriding mechanism" (p. 194, n4) in favor of a variety of restrictions 
designed to prevent overgeneration, together with a nonmonotonic formulation of 
lexical rules (pp. 212-213). A concern to preserve monotonic inheritance in HPSG is 
likewise evident in more recent work, such as Carpenter and Pollard (1991) and Zajac 
(this issue). 

Monotonic multiple inheritance type hierarchies figure in a good deal of recent 
work in unification-based grammars. Examples include papers by Porter (1987), Emele 
and Zajac (1990), and Emele et al. (1990), who all use a semantics based on Ait-Kaci 
(1984); the use of sorts in Unification Categorial Grammar (Moens et al. 1989); the CLE 
project (Alshawi et al. 1989) and theoretical work by Smolka (1988). 

Default multiple inheritance also figures centrally in a couple of grammatical 
frameworks. One is Hudson's  (1984, 1990) Word Grammar, and a detailed exposition 
is provided by Fraser and Hudson in this issue. Word Grammar is a feature-based 
variant of dependency grammar, one that makes pervasive use of a (multiple) inheri- 
tance relation. The latter is unusual in that stipulated exceptions do not automatically 
override an inherited default: the latter has to be explicitly negated if the grammar 
requires its suppression (compare Flickinger, Pollard, and Wasow's (1985) approach to 
"blocking," noted above). 

3 The existence of an irregular form typically means that the corresponding regular form is not a 
permissible option. This is known as "blocking." 
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The other is ELU (Russell et al. in press), which extends a PATR-like grammar 
formalism with a language for defining default multiple inheritance networks for 
the lexicon. Inspired by CLOS, an object-oriented extension of Common LISP, they 
adopt prioritized inheritance to escape the problem caused by conflicting inherited 
information. Russell et al. (in press) illustrate their approach with ELU analyses of 
English and German verbal morphology. 

Evans and Gazdar (1989a) outline the syntax and theory of inference for DATR, a 
language for lexical knowledge representation, and (1989b) they provide a semantics 
for the language that is loosely based on the approach taken by Moore (1985) in 
his semantics for autoepistemic logic. DATR allows multiple default inheritance but 
enforces orthogonality. Evans et al. (in press) show how DATR can also be used to 
encode certain kinds of prioritized inheritance. Unlike ELU and the Word Grammar 
notation, DATR is not intended to be a full grammar formalism. Rather, it is intended 
to be a lexical formalism that can be used with any grammar that can be encoded in 
terms of attributes and values. Kilbury et al. (1991) show how a DATR lexicon can be 
linked to a PATR syntax, while Andry et al. (in press) employ a DATR lexicon in the 
context of a Unification Categorial Grammar. The use of DATR to describe morphology 
is illustrated, for Latin, by Gazdar (in press) and in the fragments of Arabic, English, 
German, and Japanese included in Evans and Gazdar (1990). 

All of our discussion thus far has presupposed the use of inheritance networks 
to store essentially static information. But, following the precedent set by Brachman 
and Schmolze (1985), a number of researchers have begun to explore their utility in 
language processing itself. Thus, for example, van der Linden (this issue) exploits the 
structure of the network in order to avoid premature lexical disambiguation and to 
identify lexical preferences during incremental parsing with a Lambek categorial gram- 
mar. And Vogel and Popowich (1990) add a new twist to the now familiar "parsing 
as deduction" strategy: instead of construing parsing as, for example, inference in a 
Horn clause logic, they describe an HPSG parser that operates by means of path-based 
inference over an inheritance network. 

3. Phonology, Orthography, and Morphophonology 

Computational phonology is perhaps the youngest and least studied branch of NLP. 
But notions of default have played such a prominent role in linguistic discussion of 
the area that it is not surprising that default inheritance networks have found a place 
in this subfield right from the start. 

Thus Gibbon and Reinhard have made extensive use of DATR networks to de- 
scribe lexical morphophonological phenomena such as German umlaut, Kikuyu tone, 
and Arabic vowel intercalation (Gibbon 1990b, in press; Reinhard 1990; Reinhard and 
Gibbon 1991). And Daelemans (1987a,b, 1988) uses the object-oriented knowledge rep- 
resentation language KRS to implement default orthogonal inheritance networks for 
the lexical representation of phonological, orthographic, and morphological knowledge 
of Dutch and shows how such a lexicon architecture can be used for both language 
generation and automatic dictionary construction. The work of Calder (1989) and his 
associates at Edinburgh and Stuttgart on "paradigmatic morphology" also fits within 
this tradition in that it invokes a restricted kind of default orthogonal inheritance for 
morphophonological description. However, the emphasis in this work is on the use of 
string unification to define morphological operations rather than on the default struc- 
ture of the lexicon per se. In subsequent work, Calder and Bird (1991) use a general 
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nonmonotonic logic to give a formal reconstruction of "underspecification phonology" 
(Archangeli 1988). 4 

4. Semantics and Pragmatics 

Given that knowledge representation was principally driven by nat- 
ural language concerns right up to the beginning of the decade, one 
would have expected substantial progress to have been made in the 
1980s on knowledge representation support for natural language se- 
mantics. This seems not to have been the case (Brachman 1990; p. 1088). 

If one compares the progress made in morphology and syntax in NLP in the 1980s, 
then Brachman's judgment is surely correct. And yet there has been a steady tradition 
of using semantic networks in the service of natural language understanding that 
goes back at least as far as Simmons (1973). Much of the work in this tradition has 
concerned itself with domain and world knowledge relevant to disambiguation and 
to drawing inferences from what is said, but not to the semantic representations of 
words, phrases and utterances per se. Exceptions to this generalization are not hard 
to find, however. 

For example, Barnett et al. (1990) use the same language (CycL) for linguistic 
semantic representation as is used in the encyclopedic inheritance network for which 
they are providing a natural language interface. And Jacobs (1986, 1987) proposes a 
uniform hierarchical encoding of both linguistic and conceptual knowledge in a frame- 
based formalism called ACE. Jacobs then uses the resulting inheritance network to 
give an account of metaphor, inter alia. By contrast, Allgayer et al. (1989) employ two 
separate inheritance networks, one for linguistic semantic knowledge and the other 
for conceptual knowledge, both being implemented in a KL-ONE derivative called 
SB-ONE. 

Several of the inheritance-based linguistic knowledge representation formalisms 
that we have introduced in earlier sections are being used for semantic purposes. Thus 
Fraser and Hudson (this issue) make crucial use of the Word Grammar inheritance 
network to reconstruct the meanings of various types of constituent (e.g. verb phrases) 
that cannot be syntactically reconstructed in a dependency grammar. Weischedel (1989) 
uses the taxonomic language NKL (based on KL-ONE) to express selectional restric- 
tions, while Andry et al. (in press) use DATR for the same purpose. Cahill and Evans 
(1990) use DATR to build up complex lambda calculus representations in the lexi- 
con of a message understanding system. Briscoe et al. (1990) use a version of PATR 
augmented with defeasible templates to implement a default orthogonal inheritance 
network for a Pustejovskian analysis of metonymic sense extension in lexical seman- 
tics (e.g. interpreting the film in Enjoy the film! as watching the film). 5 Their approach is 
further elaborated in Briscoe and Copestake (1991) and Copestake and Briscoe (1991). 

A semantic analog of the monotonic type hierarchies discussed above in connection 
with syntax is manifested in the situation theoretic "infon lattices" introduced by 
Kameyama et al. (1991) to deal with meaning mismatches in machine translation. 

The use of inheritance networks for specifically linguistic pragmatic purposes (as 
opposed to general reasoning) is notable largely for its absence. The only example we 
know of is Etherington et al.'s (1989) proposal to represent the consequences of Gricean 

4 Compare Gibbon's (1990a) use of DATR to the same end. 
5 See Pustejovsky (1989, 1991). 
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maxims in a default inheritance network designed for fast (though not necessarily 
correct) reasoning. 

Most recent computational linguistic work on pragmatics has tended to turn to 
general nonstandard logics as tools for the job, rather than their less expressive network 
relations. Thus Joshi et al. (1984) and Lascarides and Asher (1991) have made the case 
for nonmonotonic logics in formalizing Gricean maxims, while Schubert and Hwang 
(1989) show how a probabilistic logic might be Used in story understanding. Mercer 
and Reiter (1982) and Mercer (1988) have employed Reiter's default logic to capture 
the behavior of natural language presuppositions. Perrault (1990) uses default logic to 
express a theory of speech acts, while Appelt and Konolige (1988) have deployed an 
extension to Moore's (1985) autoepistemic logic for the same purpose. 

5. Concluding Remarks 

Within computational linguistics, it is possible to see three distinct trends emerging. 
The first is the increasing employment of monotonic type lattices in unification~based 
grammars to constrain the space of permissible descriptions. The second is the use 
of a variety of general nonmonotonic logics for formalizing pragmatic components 
of NLP systems. And the third is the development of a variety of restricted default 
inheritance languages designed for the representation of phonological, morphological, 
syntactic, and compositional semantic properties of lexemes. 

This last trend is partly driven by descriptive linguistic considerations (e.g. captur- 
ing linguistically significant generalizations) and partly by considerations of software 
engineering. The latter are somewhat analogous to the considerations that have encour- 
aged the spread of object-orientation in computer science and include (i) pars imony--  
inheritance lexicons can be made one or two orders of magnitude smaller than their 
full-entry counterparts; (ii) ease of maintenance changes or corrections will typically 
only need to be made in one or two nodes, not in thousands of individual entries; (iii) 
uniformity--several levels of linguistic description can be encoded in the same way 
and be made subject to the same rules of inference; (iv) modularity--multiple inheri- 
tance allows different taxonomies to apply for different levels of description; and (v) 
interaction--where a lexical property at one level of description (e.g. syntactic gender) 
depends on a lexical property at another level of description (e.g. the phonology of a 
word-final vowel), then this can be stated. 

The work that has been done to date suggests that while default inheritance is 
essential for lexical networks, full unrestricted multiple inheritance is probably more 
of a hindrance than a help. It looks as if some version of orthogonal or prioritized 
inheritance will be sufficient for lexical knowledge representation. Moore and Kaplan 
(in Whitelock et al. 1987, pp. 62-63) have noted that lexical defaults amount to de- 
fault specification (as opposed to the conjectural defaults of standard AI knowledge 
representation) and that they often substitute for (large) finite specifications. Likewise, 
Thomason (1991) has referred to lexical defaults as "a priori in a sense" or "at least 
stipulative or conventional" and he goes on to point out that any nonmonotonic lexical 
application can be converted to a monotonic one, albeit at the cost of scale. These con- 
siderations provide some limited grounds for optimism with regard to the tractability 
and mathematical probity of (future) languages for lexical representation. However, 
two cautionary notes are in order: firstly, the inheritance relation itself is not the sole 
source of intractability, and, secondly, existing work on inheritance lexicons has been 
almost wholly based on familiar European languages. 
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