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Abstract

In syntax, the trend nowadays towardslexicalized
grammar formalisms. lis now widely acceptedhat
dividing words into wordclassesmay serve as a
labor-savingmechanism- but at the sametime, it
discards all detailed information on the idiosyncratic
behavior of words. And that is exactly the type of
information that may bexecessaryin orderto parse
a sentence. For learning approaches, however,
lexicalized grammarsrepresenta challenge for the
very reasonthat they include so much detailed and
specific information, which is difficult to learn.
This paperwill presentan algorithm for learning a
link grammar ofGerman.The problem of dataspar-
senessis tackled by using all the available infor-
mation from partial parsesas well as from an ex-
isting grammarfragmentanda tagger. This is are-
port aboutwork in progressso there are no repre-
sentative results available yet.

1. Introduction

Whenlooking at the most recentadvancesn syntax
theory, one will notice a definite tendencytowards
lexicalized approachesSimple context-freegrammar
formalismsmay be easyto handlebut they lack the
descriptive poweto modelidiosyncrasiesn the syn-
tactic behavior of single words.

In the naturallanguageearningcommunity, prob-
abilistic approachegplay a dominantrole. Yet prob-
abilistic learning hasits strengthin finding major
trends in the traininglata. An idiosyncraticbehavior
of a single word is very likely to go unnoticedfor
lack of data.This divergencean interestmight be the
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reasonwhy hardly any attemptwas madeto have a
lexicalized grammar learned.
In this paper, | will describe an approach to learning

a link grammar. Link grammg(Sleator& Temperley
1991) is highly lexicalizedandthereforethe problem
of data sparseneswvill be immense.As a conse-
quence,l have chosena fuzzy representationThe
fuzzinessin this casemodelsuncertaintyrather than
vaguenessnherentin the language. The learning
algorithm tries to extract as much informationpas-
sible from a grammarfragment, partial parsespro-
vided by this grammar, and wordclass informadf(fan
unknown words or to corroboratedecision made by
the system).

2. Link Grammar

Link grammar(Grinberg, Lafferty & Sleator,1995;
Sleator& Temperley1991)is a highly lexical, con-
text-freeformalism that doesnot rely on constituent
structure. Instead, it models connections between word
pairs without building a hierarchical structure.

The link grammar formalism is beskplainedwith
an exampleof a linkage (i.e. a link grammarparse):
Figure 1 shows linkage for an English sentenceA
linkage is agraphin which the vertices,representing
the words, are connectedby labeledarcs. Thesearcs
are called links. For grammaticallycorrectsentence,
the linkage must fulfill the following requirements:
the links do not crosé= planarity), the graphis con-
nected, and anost one arc connectsa pair of words.
If there is no linkage for a sequence of wolttie, sen-
tence is not in the language modeled by the grammar.

AL T

The young finished the

girl

book with a

Figure 1: A link grammar parse
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The labels on the arcs denake syntacticrelations
or constituent relationships of the connected walrds.
figure 1, the link labeled $onnectshe subjectnoun
to the finite verb, D connectsdeterminersto their
nouns, MV connects the verb te following prepo-
sitional phrase, etc.

The grammar itsel€onsistsof a wordlist in which
eachword is pairedup with all potential linking re-
quirements. Each linking requirementmodels one
usage of thavord. A linking requirementalso called
a disjunct, is a formal specificationof the different
connectors, whictink with a matchingconnectorof
another word, including thettirectionandorder. It is
usually represente@s a pair of orderedlists: the left
list, containing connectors thihk to the left of the
word, and the right list, containingconnectorsthat
link to the right. For example,the linking require-
ment of the word "girl" in figurel is characterizedby
the formula ((D, A), (S)), for "finished" the formula
((S) (0, MV)), andfor "young" ((), (A)). In a more
sophisticatedrersionof the grammar,the labels are
annotatedby features,e.g. to ensureagreementbe-
tween subject and verb.

Thelink grammarformalismis similar to depend-
ency grammafMel'cuk 1988, Tesnierel959)in that
both of them model connections between single
words. But link grammaconnectionsare purely lexi-
cal: theydo not intendto modelvalencyor semantic
aspectsof words. An additional advantageof link
grammar is that there exisas efficient parsingalgo-
rithm (Sleator & Temperley1991, 1996) whereas
there does not seemto exist one for dependency
grammar.

S

2.1. Adaptations of the Formalism to

Cover the German Language

Link grammar, like many other formalismsgemsto
be especiallysuitedfor the English language When
trying to usethis formalism for other languagesijt
seemswise to adaptthe formalism to the needsof
theselanguagesmost of which are causedoy a freer
word order.In working with the Germanlanguage,|

have found the following changes immensely helpful:

Sleatorand Temperley(1991) strongly prefer local
links (i.e. links connectingwordsto their immediate
neighbors),even if this is not supportedby lin-
guistics. As Germanusesagreemenmuch more ex-
tensivelythan English, it is necessaryo link words
accordingto the agreementequirementgather than
becauseof immediate neighborhood.This approach
results in considerably more long distance links.

In English, theword orderis rigidly determinedor
most parts of the sentence.Sleator and Temperley
(1991) usdlifferent labelsfor links that canoccurin
morethan one position (e.g. adverbs)dependingon
whether they are lefbr right links. In German,how-
ever, due to itdreer word order,thesephenomenare
relatively common. In ordeto avoid using too many
different labels describing the same kind of link ut
different order, | have introduced the idea of contool,
ratherdirectionality of links. Eachlink is markedas
either controller (8) or controlled(=). | can thus use
the S-link for subjectsprecedingor following the
finite verb, as shown in figure 2.

The principle of planarity statesthat links in a
linkage must not cross. Sleator ahemperley(1991,
1) commentthat most sentence®f most languages
adhere to that principle. Unfortunately, Germanrns
of the languages in which this princigke violatedin
a numberof casesSomeof them are causedby the
free word order, some by phenomena likeghbtting
of the verb:

Ihnen wird vorgeworfen,sie  héatten
to them is reproached, they had
sich in  Berlin getroffen .

each other in  Berlin  met

They were reproached for having met in Berlin.

Ich habe den Mann gesehen, der
| have the man seen, who
das Buch Dbesitzt .

the book owns

| have seen the man who owns the book.

Grammatr:

der (0, =D))

Mann ((8D), (=S)), ((=S, 8D), ())
lacht ((8S), (8MV)), ((8MV), (8S))
oft (=EMV), 0), (0, =MV))

Figure 2: Controlled links

D SYMV
Der Mann lacht \ot.
the man laughs often
- \( "
Oft lacht der Mann.
often laughs the man
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In the first example, the dativabject"ihnen" links
to "vorgeworfen"and the finite verb "wird" to the
period. In the second example, "Mariniks to "der",
the relative pronoun and the finite verb to the past
participle "gesehen".

As crossing links are inevitable in Germamereis
a special marker for such links that may cross.
2.2. What Advantages Does Link Gram-
mar Offer for Learning?

Link grammaroffers at leasttwo characteristicghat
will be of advantage in syntax learning:

Instead of relying on a hierarchical constituent
structure the link grammarformalismsis basedon
links on a single level. Thereforthey canbe learned
independently; there is no need #top-downor bot-
tom-up structuring. Thus errors in earlier steps of
building the structure cannot have as disastadfests
as with constituent structures.

Another problem of constituentgrammars,which
may cause problemsin learning, are long-distance

However, fuzzy methodscannotonly be usedfor
modeling vaguenessthey are also useful in cases
wherethe given information is either inexactor in-
complete.Concerninggrammar,and especiallylearn-
ing grammar, the latter case must be assumed.

A (complete)link grammarcan be represente@s a
(crisp) relation G amongthe setW of all words and
the set D of all potential disjuncts

G:WxL - {01
with its characteristic function
if <w,d>

Mo (W, d) :él) else

where an ordered paifsd> is assignedhe member-
ship value 1 id is a valid linkage for the wore) .

Now if only a fragmentof the grammaris known,
the fuzzy relation G* is defined as

G*WxL - [0]]

is grammatica

where the membership value does not indicate whether
the ordered pair is in the grammar but whether the pair

is known to be in the grammar or to whtkgreeit is

dependencies. The information about a gap somewheggsymedo bein the grammar (for the characteristic

in the structureis usually passedn through several
levels ofthe constituenttree. In link grammar,how-
ever, these distancesare coveredby a direct link,
which meansthat thesephenomenalo not needany
special attention during the learning process.

2.3. Former Approaches to Learning
Link Grammar

There already exist twapproacheso learningwith a
link grammarformalism (Della Pietra et al., 1994;
Fong & Wu, 1995). In both cases,the probabilistic
version of the grammar (Lafferty, Sleator & Tem-
perley, 1992) are usedand the word pairs plus their
probabilities arénferredfrom a corpusby an EM-al-
gorithm. The probabilistic model of link grammar
restrictsdisjunctsin that only oneleft connectorand
at most two right connectors aatiowed. At leastfor
German, this formalism leads a very unnaturaland
counterintuitive description.

Additionally, to reducethe amountof datato be
processedboth approacheslid not usethe link type
information but assumeadnly onetype of link. This
restriction may be very helpfloncerningcomputing
time yet thus valuableinformationis not taken into
consideration.

3. A Fuzzy Relation for Representing
the Link Grammar

Ever since Zadeh (1965) has introduced fuzets, the
interestin fuzzy modeling has increasedsteadily. In

computationalinguistics, fuzzy methodsare mainly
usedin semanticio model vague meaninglike the
meaningof the concept'fast". A fuzzy set repre-
sentingthis conceptwould give gradually increasing
grades of membership to the speed betwkrand 120
mph.

Kubler 13

function seesection4.1). Herethe value 1 indicates
that it is certain that thénkageis valid for the word
in question, Gndicatesthat therehasneverbeenany
reason to assume thattakesd as a valid linkage.

4. Learning the Link Grammar

The systenstartswith a grammarfragmentextracted
from a small corpus 050 annotatedsentencesThese
sentences, as well as the test senteseebelow, are

takenfrom the TAZ, a GermannewspaperAt this

stage, the grammar is crisp, i.e. @y membership
valuesusedare 1 for pairs of words and disjuncts
foundin the corpusand O otherwise.Then optional

elements are marked, i.e. if a word is connected to
disjuncts d and d' of whichid equalto d' exceptthat

d hasone ore more connectorthat arenot in d', then

these connectors are marked as optional.

The learning processitself is incremental:once a
new sentencas presentedo the system,the parsing
componentakesover. It attemptsto parsethe sen-
tence with the crisp version of tliggammar,i.e. with
all pairs of words andisjunctsfor which the relation
G* gives the value 1. (At the moment, the parstt
has to be implemented. The algoritiendescribedby
Sleatorand Temperley(1991,1996)yet it must be
modified to account for thehangesn the link gram-
mar formalism necessaryo describeGerman.)If the
first attempt with the crisp grammar does sotceed,
the threshold for G* is lowerefilom 1 to 0.3 andthe
attemptis repeatedlin this case,less reliable infor-
mation is usedbut if the parsesucceedsthe validity
of the disjuncts usedin the parseis corroborated.
Therefore their membership value is increased.

If the parser,however,doesnot succeedn parsing
the sentence, the learning component is called:

two
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* As a first step, every word in the sentenceis
tagged. (The formalism used for tagging will be
Brill's (1993, 1995) transformation-basedrror-driven
tagger.)Unlike other approachego learning using
constituent-based grammars, this systiyasnot use
the wordclass information to restrittte roles, a word
can play in the parse. Rathetakesthis information
as a starting point in the search fmtential disjuncts

» At this stagein the processthe learnerhas ag-
gregateda numberof complete linkages. The next
task mustthenbe to evaluatethem. This is doneby
the following method: First the membership vafae
each word andhe disjunctusedin the linkageis cal-
culated(cf. section4.1). This is not as trivial as it
may seemas for many words, the disjunctsactually
used in the linkagare different form thoseoriginally

for unknown words. And if a new disjunct is found for retrieved from the grammar. tonnectorcould not be

a word already in the grammar, @sedibility is tested

filled, they are droppedyhile otherconnectorsvhich

by comparing the word's wordclass to the wordclass ofriginate from the linking requirementsof another

the word with which the disjunct has the highest
membershipvalue in the grammar (cf. below). In
both cases, the wordclasgormationis only usedto
corroborate decisions made in advance.

« After the wordclassinformationis provided, the
systemslooks for every potential conjugatedverb in
the sentence. For each of these verbs, a pankage
is constructedjn which the verbis connectedo the
period by an Xp-link. This is an important stepths
Xp-link cannotbe crossedby any other link added
later in the process.

¢ Then for all words listed in the grammar, thes-
tem retrievesall disjuncts which are connectedto
them. Withthesedisjuncts,all potential partial link-
agesare constructedoy linking all wordswhich pos-
sessmatchingconnectorslf word x, for example,
possesses a disjuneith a connector=Jd-,it will be
linked to word y possessingdisjunctwith connector
8Jd+. All theselinks must fulfill the conditionsthat
they must not cross,that the order of connectorsin
the disjunct must not be changed,and that no two
links can connect the same pair of words.

¢ In the next step, every disjunct in the partial
parse which isactivated(i.e. partially filled) attempts
to fill the remainingconnectorsby linking them to
neighboringwordswithout violating the restrictions
mentionedabove.Like in the previoussteps,all po-
tential combinations are stored.

e After that, all words for which linking infor-

mation is available but which are not yet connedted

the partial parse are linked in any possible way.
« If the linkageis not connectedht this stage,the
words left out are either unknown or the disjunct

needed for this sentence has not been recorded for thenthen H(W, d) =

yet. Startingwith aninitial corpusof only 50 sen-
tences, this will be the case for about 90%haf sen-

tences. But even if thgrammarfragmentis increased

considerably,it will be highly probablethat most
linkagesare not connectedht this stage.As the dis-
juncts needed to complete the linkageableastvery
similar ones, may already be included in gnemmar,
it is necessaryo havean efficient retrieval function.
In orderto reducethe searchspace the wordclassin-
formation is usedo find entrieswith similar linking

word are added. From theseembershipraluesof the
single words, the overall value of the linkageadcu-
lated as the arithmetic meahhis final figure is used
as a measure of the quality of the linkage.

» The best parse then is given as pheferredparse
for the input sentence, and akw pairs of wordsand
disjunctsare addedto the grammarwith their calcu-
lated membershipvalues. For pairs already in the
fuzzy grammar, the membership value is increased.

» As alast step, for everynew or modified word,
optional elements are marked in the disjuncts.

4.1.  Calculating the Membership Value

The following algorithm is used to calculate the
membership valug(w,d) for the pair <w, d>.

if (w O G*):
if <w, d>0 G*
then p(w, d) = Hg. (W, d)
else get the pair <w',d’> with wordclass(w) =
wordclass(w') and minimalistance(dd’) and
maximal . (W ,d' ) then
H(w,d) = pg (W,d)-0.1-distancéd,d')
if (w O G*):
if (d O G% O maximal Mg (W,d)O
(wordclass(w) == wordclass(w")))

then p(w,d) = g (W,d) - 0.1

if (d O G% O maximal Mg (W,d)O
(wordclass(wy wordclass(w"))
He (W, d)
2

if (d OG¥*)

then get the pair <w',d'> with (wordclass(w)=
wordclass(w')) and minimal distance(d, d') and
maximal 1. (W ,d"), then

p(w,d) = P (W,d') —0.1-distancéd,d')

requirements. All the disjuncts found in this search are

then given to the unknown word as potential dis-

juncts. They are then used to complete the linkage.
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Table 1: The grammar available for the example sentence

aber ((=E), Q). ((=CC, 8XK), (8Cd)), (Q. (=E))
von (0. (83d, =MVp)). (0. (8Jd, =Yz, =MVp)). (=MVp). (§1dp)). (=Mp). (§Id)). (MVp). (§1d))
einer (0, (=Dsfdn)), (=Ons), (§GEp+))
Fehlernéhrung
konnen ((EMVp), (8Sp1, 8In, 8Xk, =Coq)), ((8Spl), (8In, 8Xk, 8COQ)), ((8RSrp3), (8In))
wir ((=Sp1), 0). (0. (=Sp1))
heute 0. =E)
schon (0, (8EBs)), (0, (=E))
sprechen ((8MVp, §E, §MVp), (=In))
(=Xp), 0)

M if (cOd)ocod)
distancéd,d') = Z’ %25 ::
B2 i

Exception:Nothing is addedif the connectorc is
the same as the preceding conneataithe connector
can be found irG* at leastoncemarkedfor multiple
occurrence.

The reasonwhy the disjunctis punishedharderfor
missing controlled links is that optional connectors
usually are controlling.

control(d)=="§'
control(d)=="=

4.2. Example

In this section, wewill look at an examplesentence.
It will not be possibleto give all the potentiallink-
agesbut the gist of the argumentshould become
clear.

The example sentence is:

Aber von einer Fehlernahrungkdnnenwir

but of a malnutrition can  we

heute schon sprechen .
today already speak

Table 1 giveghe information that can be extracted
from theinitial grammarG*. All the disjunctslisted
for a word havethe membershipvalue 1 concerning
this word. As canbe seenin the table, thereis only

one unknown word in the sentence. However, only fo

the words "von", "einer"”, "wir", "heute'and"schon",
the neededlisjunctis listed. All words belongingto

an open wordclass except "wir" give only partial or n

information needed for this sentence.

1. step: The only wordclassinformation neededin
the further process ithat "Fehlernahrung’is a noun,
and "kdnnen" and "sprechen" are potential verbs.

2. step: As we know from step 1, both "kénnen"
and"sprechen"are verbs. So there are two ways to
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placethe first link, linking eachverbin turn to the
period by an Xp-link.

only features(dy features(d)’ 3. step: For the informatiogivenin G*, seetable

1. Three potential linkages are shown in fig@re~or
each given linkage, there is another aliféering only
by linking "schon" instead of "heute" to "sprechen".

4. step: There are too many possibilities to lih&
remaining connectorsof activateddisjunctsto their
neighbor. Figure 4 showsthree of them, randomly
chosen.

5. step: In figure 5, only twpotential linkagesare
given after the remaining words are connected,the
overall membership valu®r theselinkagesis calcu-
lated in step 7.

6. step: This step is hot necessary bec#usdink-
age is complete.

7. step: The calculationsfor the linkages repre-
sentedin figure 5 aregivenin table2 and 3 respec-
tively.

8. step: The disjunctsfrom table 2 for the words
"aber", "Fehlernahrung","kénnen", and "sprechen"
with their membership values are added to the
grammar.

9. step: Therearetwo new disjunctswhich canbe
markedfor optional connectorsfor the word "aber",
the new disjunctis ({=CC}, {=Xk}), (8Cd)), andfor
"kénnen" (({=Cd}, 8MVp), (8Sp1, 8In, {Xp})).

5. Future Work

Thereis still so muchwork to do that it is hard to
decide what should ba@onefirst. The mostimportant
task is certainlythe implementationof the algorithm
and the parser. This will hopefullye finished for the
presentationso that at least sample results can be

ogiven.

Another important taskvill be to increasethe size
of the corpusfrom which the grammarfragmentis
extracted.The more information is availableto the
learningcomponentthe better the judgmenton the
best links will be. Another way to improve the choice
and evaluation of new disjuncts wilke to include co-
occurrenceinformation into the calculation of the
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membershipvalue of a disjunct.If, for example,the  nectorsshould be valued more confidently than one
connector8Xp+ is accompaniedby an S-link in the  which does not.
majority of cases, aew disjunctincluding both con-

R

Aber von einer Fehlerndhrung konnen Wir heute schon sprechen

/ \/ NN

Aber von einer Fehlerndhrung konnen wir heute schon sprechen

Y

Aber von einer Fehlernahrung koénnen wir heute schon sprechen

Figure 3: Potential partial linkages after step 3

N e

Aber von einer Fehlerndhrung koénnen wir heute schon sprechen

Y

"N

Aber von einer Fehlerndhrung kénnen wir heute schon sprechen
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Kﬁs\ (PN

Aber von einer Fehlerndhrung koénnen wir heute schon sprechen

Figure 4: Potential partial linkages after step 4

Aber von einer Fehlerndhrung konnen wir heute schon sprechen

N A\

Aber von einer Fehlerndhrung konnen wir heute schon sprechen

Figure 5: Potential linkages after step 5

Table 2: The evaluation of the disjuncts for the first linkage

word disjunct value comment

aber (0, (8Cd)) 0.9 (0, (8Cd))T G*

von (0, (83d, =MVp)) 1

einer (0, (=Dsfdn)) 1

Fehlerndhrung | ((=Jd, 8Dsfdn), () 0.9 ((=Jd, 8Dsfdn), O G*

kénnen ((=Cd, 8MVp), 0.75 most similar disjunct in G*: ((8MVp), (8Ss3
(8Sp1, &In, §Xp)) 8In, 8Xp))

wir (=Sp1), 0) 1

heute (0, (=E)) 1

schon (0, EE) 1

sprechen ((=In, 8E, 8E), ) 0.8 ((=In, 8E), OO G*

: (EXp). 0) 1
arithmetic mean =  0.93
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Table 3: The evaluation of the disjuncts for the second linkage

word disjunct value comment
aber (0, (8Cd)) 0.9 (0, (sCayo G*
von (0, (83d, =MVp)) 1
einer (0, (=Dsfdn)) 1
Fehlernahrung | ((=Jd, 8Dsfdn), )) ]0.9 ((=J3d, 8Dsfdn), O G*
kénnen (0, (8Sp1, 8In)) 0.7 most similar disjunct in G*: ((=Cd, 8EF),
(8Sp1l, 8In+))
wir (=Sp1), 0) 1
heute (0, (=E)) 1
schon (0, (=E)) 1
sprechen ((=Cd, 8MVp, =In, | 0.4 most similar disjunct in G*: ((=Cd, §MVp),
SE, 8E), (§Xp)) (8Ss1, 8In, §Xp))
(EXp). ) 1
arithmetic mean = 0.89
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